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#### Abstract

The reaction force $\mathbf{F}(\mathbf{R})$ and the positiondependent reaction force constant $\kappa \mathbf{F}(\mathbf{R})$ are defined by $\mathbf{F}(\mathbf{R})=-\partial \mathrm{V}(\mathbf{R}) / \partial \mathrm{R}$ and $k(\mathbf{R})=\partial^{2} \mathrm{~V}(\mathbf{R}) / \partial \mathrm{R}^{2}$, where $\mathrm{V}(\mathbf{R})$ is the potential energy of a reacting system along a coordinate R. The minima and maxima of $\mathbf{F}(\mathbf{R})$ provide a natural division of the process into several regions. Those in which $\mathbf{F}(\mathbf{R})$ is increasing are where the most dramatic changes in electronic properties take place, and where the system goes from activated reactants (at the force minimum) to activated products (at the force maximum). $k(\mathbf{R})$ is negative throughout such a region. We summarize evidence supporting the idea that a reaction should be viewed as going through a transition region rather than through a single point transition state. A similar conclusion has come out of transition state spectroscopy. We describe this region as a chemically-active, or electronically-intensive, stage of the reaction, while the ones that precede and follow it are structurally-intensive. Finally, we briefly address the time dependence of the reaction force and the reaction force constant.
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## The reaction force

Some years ago was introduced the concept of the reaction force $\mathbf{F}(\mathbf{R})$ [1], based upon the classical expression for a force as the negative gradient of a potential energy. For a chemical or physical process,
$\mathbf{F}(\mathbf{R})=-\frac{\partial \mathrm{V}(\mathbf{R})}{\partial \mathbf{R}}$
in which $V(\mathbf{R})$ is the profile of the potential energy of the total system along some well-defined path R from reactants to products; this is in general the intrinsic reaction coordinate [2, 3]. For a one-step process proceeding through an activation barrier, $\mathrm{V}(\mathbf{R})$ has a form such as is shown in Fig. 1(a); the corresponding $\mathbf{F}(\mathbf{R})$ is in Fig. 1(b). Note that R is being treated as a vector, always in the direction from the reactants to the products; for the reverse process, R would increase in the opposite direction and $\mathbf{F}(\mathbf{R})$ would be the negative (i.e., mirror image) of that in Fig. 1(b).

It follows from Eq. (1) that $\mathbf{F}(\mathbf{R})$ has a minimum and a maximum at the inflection points of $\mathrm{V}(\mathbf{R})$, at $\mathrm{R}=\alpha$ and $\mathrm{R}=\gamma$. Fig. 1 (b) shows that these divide the reaction into three regions: reactants $(\boldsymbol{R}) \rightarrow \alpha, \alpha \rightarrow \gamma$ and $\gamma \rightarrow$ products $(\boldsymbol{P})$. We have analyzed a number of processes in terms of the reaction force and these three regions, including intraand intermolecular proton transfers and other molecular rearrangements [4-9], conformational changes [6, 10], bond dissociation/formation [11-13], $\mathrm{S}_{\mathrm{N}} 2$ substitution [14, 15] and addition to a double bond [16]. (For reactions having more than one potential energy barrier, $\mathbf{F}(\mathbf{R})$ has several minima and maxima, and there are accordingly more than three regions [9].) For reviews, see Politzer et al. [17] and Toro-Labbé et al. [18, 19]. These studies have shown that, in general, each of the regions defined by $\mathbf{F}(\mathbf{R})$ is characterized by a certain type of change in the progression from reactants to products.

Fig. 1 Profiles of energy (a), reaction force (b) and reaction force constant (c) for a generic elementary step

In the first region, prior to the minimum of $\mathbf{F}(\mathbf{R})$, what occurs are primarily structural distortions of the reactants bond stretching, angle bending, etc. The resistance to these changes, which are a preparation for subsequent steps, gives rise to an increasingly negative (retarding) reaction force, which reaches its greatest strength at $\mathrm{R}=\alpha$, the minimum of $\mathbf{F}(\mathbf{R})$. At this point, the system can be said to consist of distorted (or activated) states of the reactants.

The second region, from the $\mathbf{F}(\mathbf{R})$ minimum at $\alpha$ to its maximum at $\gamma$, is where the major portion of the transition from reactants to products takes place. There are typically rapid and extensive changes in electronic properties, such as electrostatic potentials and ionization energies. New bonds may begin to form. All of this produces a growing positive driving force, starting at $\mathrm{R}=\alpha$, that gradually overcomes the retarding one. At $\mathrm{R}=\beta$, they are equal in magnitude and exactly balance, after which the driving force is dominant and continues to increase until it achieves its maximum at $\mathrm{R}=\gamma$.

At $\mathrm{R}=\gamma$, the system has reached what can be described as distorted (or activated) states of the products. The last












gous to those described above. Thus the region between $\mathrm{R}_{\mathrm{e}}$ and $\alpha$ corresponds (in dissociation) to increasing stretching of the bond, opposed by a growing retarding force, while the region after $\alpha$ can be viewed as transition to products (fragments). Reaction force analysis of bond dissociation/ formation reveals some remarkable features, which are discussed in detail elsewhere [11-13].

An important aspect of reaction force analysis is its natural decomposition of an activation energy into two components:

$$
\begin{align*}
\Delta \mathrm{E}_{\text {act }} & =\mathrm{V}(\beta)-\mathrm{V}(\text { reactants }) \\
& =[\mathrm{V}(\beta)-\mathrm{V}(\alpha)]+[\mathrm{V}(\alpha)-\mathrm{V}(\text { reactants })]  \tag{2}\\
& =\Delta \mathrm{E}_{\text {act }, 2}+\Delta \mathrm{E}_{\text {act }, 1}
\end{align*}
$$

$\Delta \mathrm{E}_{\text {act, },}$ is the energy requirement for the first region, reactants $\rightarrow \alpha$, which is needed to overcome the resistance of the system to the primarily structural changes that are taking place. $\Delta \mathrm{E}_{\text {act, } 2}$ is the energy required for the first part of the transition to products, $\alpha \rightarrow \beta$.

Examining these two contributions to $\Delta \mathrm{E}_{\text {act }}$ can provide considerable insight into the activation process [15-19]. It can also help to elucidate the role of an external agent, e.g., a solvent or a catalyst. In two of the three examples that we have so far investigated (two involving solvents and one a catalyst), we have found that they affect $\Delta \mathrm{E}_{\text {act, }, 1}$ much more than $\Delta \mathrm{E}_{\text {act }, 2}[15,16,18]$.

## The reaction force constant

A logical extension of the concept of the reaction force is the position-dependent reaction force constant $\kappa(\mathbf{R})$, the second derivative of $\mathrm{V}(\mathbf{R})$ :
$\kappa(\mathbf{R})=\frac{\partial^{2} \mathrm{~V}(\mathbf{R})}{\partial \mathbf{R}^{2}}=-\frac{\partial \mathbf{F}(\mathbf{R})}{\partial \mathbf{R}}$
$K(\mathbf{R})$ has been discussed by Jaque et al. [20] and subsequently by Murray et al. [12, 13].

The variation of $\kappa(\mathbf{R})$ with $\mathbf{R}$ for the two types of $\mathrm{V}(\mathbf{R})$ that have been mentioned can be seen in Figs. 1(c) and 2(c). $K(\mathbf{R})$ is positive in the structurally-dominated regions, with maxima at the inflection points of $\mathbf{F}(\mathbf{R})$. It then passes through zero at the extrema of $\mathbf{F}(\mathbf{R})$, and is negative during the transition-to-products, with a minimum at $\beta$, the inflection point of $\mathbf{F}(\mathbf{R})$. The fact that $\kappa(\mathbf{R})$ is negative throughout the region from $\alpha$ to $\gamma$ is of considerable significance, as shall now be discussed.

In a process such as that represented by Fig. 1(a), it is customary to focus upon the maximum of $\mathrm{V}(\mathbf{R})$, at $\mathrm{R}=\beta$, as the transition state in the progression from reactants to products. It is characterized, indeed identified, by there being a single negative force constant, for one degree of freedom (along R). However the reaction force constant
$K(\mathbf{R})$ is negative not only at the single point $R=\beta$, but in the entire region between the $\mathbf{F}(\mathbf{R})$ minimum at $\alpha$ and its maximum at $\gamma$. This strongly supports the idea of a transition region (rather than single state), which came out of our observation that the most dramatic changes in computed electronic properties occur between $\alpha$ and $\gamma$, as mentioned earlier.

There is also more direct evidence. For the proton transfer,
$\mathrm{HO}-\mathrm{N}=\mathrm{S} \rightarrow \mathrm{O}=\mathrm{N}-\mathrm{SH}$
Jaque et al. calculated the force constant $k(\mathbf{R})$ for movement along the reaction coordinate [20]; this invokes the projection methodology of Miller et al. [21]. $k(\mathbf{R})$ was found to be negative between the minimum and the maximum of $\mathbf{F}(\mathbf{R})$ for the reaction in eq. (4)! A similar result has been obtained for the addition of HCl to $\mathrm{H}_{3} \mathrm{C}-\mathrm{CH}=\mathrm{CH}_{2}$ [16].

Additional support comes from analyses of the dissociations of diatomic molecules. Force constants $k(\mathbf{R})$ corresponding to bond-stretching were obtained from the very accurate experimentally-based extended Rydberg $V(\mathbf{R})$ [12], and also from Hartree-Fock and density functional computations [13]. By all of these procedures, the bondstretching force constants became negative in the immediate vicinities of the respective $\mathbf{F}(\mathbf{R})$ minima, and remained so as the atom separation continued to increase.

Thus, as has been pointed out earlier [13, 18-20], reaction force and reaction force constant analyses indicate that it is more realistic to think of a process as going through a transition region rather than focusing upon a single point transition state. We wish now to draw attention to the fact that similar conclusions have been reached by a different route.

## Transition state spectroscopy

During the past several decades, there has been considerable interest and activity, both computational and experimental, in characterizing the transient intermediate configurations through which a reacting system passes in going from reactants to products [22-30]. It has been found possible to observe these species spectroscopically (transition state spectroscopy, TSS), using very short laser pulses, on a femtosecond time scale ( $10^{-15} \mathrm{~s}$ ) [25-30].

In the context of the discussion in the previous section, what we wish to point out is how "transition state" is defined in TSS. It encompasses all of the states of the system along the reaction path, from perturbed forms of the reactants to perturbed forms of the products [27, 29, 30]; it "embraces the entire process of bond breaking and bond making, ...[29]. This certainly sounds very much like the transition-to-products region that is identified by the reaction
force and the reaction force constant, which also establish its boundaries, as the minimum and maximum of $\mathbf{F}(\mathbf{R})$.

Transition state spectroscopy offers insight into temporal aspects of reactions [23, 27, 28]. The time dependence of the reaction force and the reaction force constant have not previously been addressed, although both can be viewed as functions of time as well as position along R . To express $\mathrm{F}(t)$ and $\kappa(t)$, at least formally, we follow Zewail et al. [27, 30], and make use of Eq. (1),
$\frac{\partial \mathbf{V}}{\partial t}=\frac{\partial \mathbf{V}}{\partial \mathbf{R}} \cdot \frac{\partial \mathbf{R}}{\partial t}=-\mathbf{F} \cdot \frac{\partial \mathbf{R}}{\partial t}$
or
$\mathbf{F}(t)=-\frac{\partial \mathrm{V} / \partial t}{\partial \mathbf{R} / \partial t}=-\frac{1}{\mathbf{v}} \cdot \frac{\partial \mathrm{~V}}{\partial t}$
in which v is the velocity along R. Furthermore,
$\frac{\partial \mathbf{F}}{\partial t}=\frac{\partial \mathbf{F}}{\partial \mathbf{R}} \cdot \frac{\partial \mathbf{R}}{\partial t}$
Introducing Eq. (3) and rearranging gives,
$\kappa(t)=-\frac{\partial \mathbf{F} / \partial t}{\partial \mathbf{R} / \partial t}=-\frac{1}{\mathbf{v}} \cdot \frac{\partial \mathbf{F}}{\partial t}$.
Thus, through Eqs. (6) and (8), we have both the reaction force and the reaction force constant as functions of time, in terms of quantities that can in principle be determined via transition state spectroscopy [23, 27, 28].

## Discussion and summary

The maximum of $\mathrm{V}(\mathbf{R})$ is an important point along a reaction coordinate. It determines the activation energy, it is where the retarding and the driving components of $\mathbf{F}(\mathbf{R})$ exactly balance, and it corresponds to the most negative value of $K(\mathbf{R})$. However this is not the only point along $R$ at which $K(\mathbf{R})$ is negative; it is negative for all of the configurations of the system between the minimum and the maximum of $\mathbf{F}(\mathbf{R})$, i.e., between the activated reactants and the activated products. These negative $\kappa(\mathbf{R})$, together with the computationally observed patterns of changes in electronic properties, indicate that this entire region should be viewed as a sequence of transient, unstable configurations or transition states, a transition region or space - exactly the concept that comes out of transition state spectroscopy! In general terms, this region may be described as a chemically-active, or electronically-intensive, stage of the reaction, in contrast to the structurally-intensive stages that precede and follow it.
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